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ABSTRACT Antigen-dependent activation of T lympho-
cytes requires T cell receptor (TCR)-mediated recognition of
specific peptides, together with the MHC molecules to which
they are bound. To achieve this recognition in a reasonable
time frame, the TCR must scan and discriminate rapidly
between thousands of MHC molecules differing from each
other only in their bound peptides. Kinetic analysis of the
interaction between a TCR and its cognate peptide–MHC
complex indicates that both association and dissociation
depend heavily on the temperature, indicating the presence of
large energy barriers in both phases. Thermodynamic anal-
ysis reveals changes in heat capacity and entropy that are
characteristic of protein–ligand associations in which local
folding is coupled to binding. Such an ‘‘induced-fit’’ mecha-
nism is characteristic of sequence-specific DNA-binding pro-
teins that must also recognize specific ligands in the presence
of a high background of competing elements. Here, we propose
that induced fit may endow the TCR with its requisite dis-
criminatory capacity and suggest a model whereby the loosely
structured antigen-binding loops of the TCR rapidly explore
peptide–MHC complexes on the cell surface until some crit-
ical structural complementarity is achieved through localized
folding transitions. We further suggest that conformational
changes, implicit in this model, may also propagate beyond the
TCR antigen-binding site and directly affect self-association of
ligated TCRs or TCR–CD3 interactions required for signaling.

The immune system contains two distinct but structurally
related antigen receptors, Igs and T cell receptors (TCRs).
Unlike Igs, TCRs must recognize their antigens as peptide
fragments that are complexed with cell-surface MHC mole-
cules. Developing T cells are selected in the thymus for a
minimal ability to recognize self-MHC molecules containing a
collection of endogenous peptides (1). After thymic develop-
ment, peripheral T cells must then distinguish self-MHC
molecules containing peptide fragments of antigen from en-
dogenous peptide complexes. Perhaps as a result of this
necessity for dual recognition, T cells often have degenerate
specificities (2–4), which are rarely seen in mature Ig. Another
feature of TCR recognition that distinguishes it from antibod-
ies is that interactions between TCRs and peptide–MHC
(pMHC) are often of relatively low affinities and are charac-
terized by unusually slow association and rapid dissociation
rates (5).

The molecular basis for these interesting features of TCRs
is now emerging. An explanation for crossreactivity was pro-
vided recently by Garcia et al. (6, 7), who showed poor surface
complementarity in a crystal structure of a 2C TCR–pMHC
complex. Poor surface complementarity may also explain the
relatively low affinities of some TCR–pMHC interactions (7).
By comparison to the unligated 2C TCR structure, it was
evident that, on binding, large conformational changes oc-

curred in some of the antigen-binding hypervariable (comple-
mentarity-determining region; CDR) loops (6, 7). Such ‘‘struc-
tural plasticity,’’ in turn, suggests that a single TCR may
accommodate different pMHC. The conformational change
occurring during binding would also seem to explain the
unusually slow association rates, as was originally suggested as
a possible explanation (8). Further support for this explanation
comes from a thermodynamic study by Anton van der Merwe
and colleagues (9), who described large energy barriers to
association for two class I restricted TCRs. The rapid disso-
ciation rate for TCR–pMHC complexes seems necessary for
the coupling of kinetic discrimination and signal transduction
(5, 10). For example, in the 2B4 TCR system at 25°C, TCR–
pMHC complexes have half-lives of approximately 12, 2, and
0.2 seconds when the peptide was a strong agonist, a weak
agonist, or an antagonist, respectively (5). The steep corre-
spondence between complex stability and biological response
suggests that an important event in signal transduction occurs
on a time scale of seconds, with the caveat that half-lives were
measured at 25°C. These facts, together with the observed
crossreactivities, indicate that T cells are selected during
thymic development to react with endogenous pMHC com-
plexes at a threshold just below the requirements for peripheral
biological response.

The requirement for dual recognition and the presence of
structural plasticity in TCRs, however, present another para-
dox. If a given TCR possesses a minimal but significant affinity
for endogenous pMHC complexes and can recognize more
than one antigenic peptide, how does a T cell rapidly sort
through the irrelevant pMHC complexes, which are present in
vast excess, to find and react specifically to antigen? Here, we
show that the binding of a particular TCR to its cognate pMHC
complex becomes far more rapid as the temperature is in-
creased to 37°C, thereby facilitating the ability of the TCR to
sample pMHC complexes over a cell surface. Thermodynamic
analysis indicates that binding is coupled to folding transitions,
which are probably concentrated but not necessarily confined
to the antigen-binding site of the TCR. Propagation of the
structural rearrangements induced by binding to regions out-
side this site might be important for TCR–TCR or TCR–CD3
interactions implicated in signaling.

MATERIALS AND METHODS

Proteins. The recombinant class II MHC molecule Ek

containing a single C-terminal 13-aa biotinylation site was
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produced as described (11, 12). Briefly, inclusion bodies
containing Ek chains were prepared from the BL21-
(DE3)pLysS strain of Escherichia coli by repeated freezeythaw
cycles in 50 mM Tris, pH 8.0y1 mM EDTAy25% (vol/vol)
sucrosey1% Triton X-100y1 mg/ml lysozyme. Chains were
dissolved individually in 5.8 M guanidine-HCly50 mM Tris, pH
8.8y2 mM EDTA at less than 1 mgyml and allowed to oxidize
to form disulfide bonds for 5–7 days. After concentration,
folding was initiated by combining and diluting subunits to 2
mM in 50 mM sodium phosphate, pH 7.5y25% (vol/vol)
glyceroly5 mM reduced glutathioney0.5 mM oxidized gluta-
thioney0.5 mM EDTAy0.1 mM PMSFy1 mg/ml pepstatiny1
mg/ml leupeptiny10 mM moth cytochrome c (MCC) peptide.
After 4–5 days of incubation at 4°C, correctly folded MCC–Ek

complexes were isolated by immunoaffinity chromatography
on a 14.4.4 mAb column. Complexes then were biotinylated
enzymatically with the birA enzyme in the presence of pro-
tease inhibitors and were size purified to remove aggregates
and free biotin. Biotinylation was confirmed by gel-shift assays
by using excess streptavidin and was typically greater than
75%. 2B4 TCR was prepared as described (13) as a glyco-
sylphosphatidylinositol-anchored chimera in Chinese hamster
ovary cells. Molecules were recovered from cells grown to high
density on hollow-fiber bioreactors by phosphatidyl inositol-
specific phospholipase C digestion. Heterodimers were puri-
fied by tandem immunoaffinity chromatography on an anti-
a-chain column (A2B4) followed by an anti-b-chain column
(H57). Protein was then size purified on a Superdex-200 FPLC
column immediately before BIAcore analyses. Quantification
was made by using an extinction coefficient (280 nm) of 1.3
mlzmg21zcm21.

BIAcore Analysis. The BIAcore streptavidin chip was pre-
washed with two short pulses of 0.05% SDS, and biotinylated
MCC–Ek was immobilized to an approximate level of 3,500
resonance units. Soluble 2B4 TCR binding was monitored at
a flow rate of 15 mlymin in PBS containing 0.005% P-20
detergent (BIAcore, Uppsala). PBS was filtered and degassed
before use. Binding curves were fit by using the Marquardt–
Levenberg nonlinear least squares algorithm provided in the
BIAEVALUATION 2.1 package. A BIAcore1000 was used to
collect data from 20°C to 37°C. Because of its stability at lower
temperatures, a BIAcore2000 was used to collect data from
10°C to 20°C. At 20°C, kinetic parameters on the two devices
were identical. BIAcore-binding data generally do not seem to
be limited by mass transport in this system (8). Potential
mass-transport regions of BIAcore curves, when present, were
not included in the analysis. Great care was taken to remove
existing aggregates (above) before analysis, and the purified
individual molecules (2B4 TCR and MCC–Ek) do not self-
associate at the concentrations tested (14). Calculated disso-
ciation-rate constants showed little or no dependence on
analyte concentration. Calculated association-rate constants
showed some analyte concentration dependence (as much as
2- to 3-fold across a 10-fold range in analyte concentration).
Calculated rate constants at each analyte concentration and
for each experiment were averaged to give the combined data
set (see Fig. 2). x2 values for individual fits were typically less
than 1.0.

Thermodynamic Analysis. The equilibrium-association con-
stants (K) were calculated from the ratio of the rate constants
(kaykd). Thermodynamic parameters were determined by cal-
culating DG° values (free energy change) by using DG° 5
2RTlnKT and fitting them as a function of temperature (T)
according to

DG8T 5 DH8T0
1 DC8p(T 2 T0) 2 TDS8T0

2 TDC8p ln~TyT0!,
[1]

where DH°T0
(enthalpy change), DS°T0

(entropy change), and
DC°p (heat-capacity change) are used as fitting parameters (15).

DC°p was assumed to be independent of temperature; inclusion
of a DC°pydT term in the analysis did not improve the quality
of the fits and gave larger standard errors for the returned
parameters. Such insensitivity of DC°p to the temperature in the
physiological range is consistent with processes dominated by
the hydrophobic effect, such as an induced fit (16). Eq. 1,
rearranged to include kinetic terms, was used to fit some of the
data (see Fig. 2). DH° and TDS° plots (see Fig. 3B) were made
by using

DH8T 5 DH8T0
1 DC8p ~T 2 T0! [2]

and

DS8T 5 DS8T0
1 DC8p ln~TyT0!. [3]

Model Building of the 2B4–MCC–Ek Complex. The 2B4
TCR a- and b-chains were modeled separately by using 2C
TCR as a template (coordinates kindly provided by K. C.
Garcia, Stanford Univ., Stanford, CA, and I. A. Wilson, The
Scripps Research Institute, La Jolla, CA). Sequence identity
between target and template was 60.6% (a) and 65.6% (b).
Sequence alignment, model building, energy minimization,
and three-dimensional profile analysis were all made by using
the SWISS-MODEL automated comparative protein modeling
server (refs. 17–19; www.expasy.chyswissmodySWISS-
MODEL.html). After this step, the two chains were combined,
and the structure was energy minimized further by using
GROMOS96 (W. F. van Gunsteren; BIOMOS b.v, Laboratory of
Physical Chemistry, Eidgenössische Technische Hochschule
Zentrum, Zurich). Computations were made in vacuo by using
the 43B1 parameters set. The energy minimized 2B4 het-
erodimer, along with its ligand, MCC–Ek (Protein Data Bank
ID code 1IEA; with MCC residues 88–103 substituted for the
original peptide), was then superimposed on 2C–Kb template,
and the complex was energy minimized by GROMOS96.

Accessible Surface Areas. Accessible surface areas were
calculated with the program NACCESS (20) by using a 1.4-Å
probe sphere.

RESULTS AND DISCUSSION

The class II MHC molecule Ek complexed to an antigenic
peptide fragment of MCC (residues 88–103) was attached to
a streptavidin sensor chip (BIAcore) via a single biotin
positioned at the C terminus of the MHC a-chain. Binding
of the ab TCR, 2B4, which recognizes and specifically
interacts with this complex (5), was then measured at various
temperatures by surface plasmon resonance. Fig. 1 illustrates
the large temperature dependence of the overall reaction.
The kinetics in both directions becomes more rapid as the
temperature is increased, leading to a faster approach to
equilibrium.

Fig. 2 summarizes the temperature dependence of the
association-rate (Fig. 2 A) and dissociation-rate (Fig. 2B)
constants. Slow association kinetics (owing to a large associ-
ation activation energy) and steep temperature dependence,
for both phases, are evident. As also shown, the plots are not
linear but have a gentle, but clear, concave up (kd) and down
(ka) curvature, indicating, in addition to a deviation from a
simple reaction mechanism, a significant heat-capacity change
(DC°p) in both phases (463 6 53 and 2200 6 48 calzmol21zK21,
respectively; 1 cal 5 4.18 J). These data cannot be explained
by aggregation, because great care was taken to eliminate
aggregates before analysis (see Materials and Methods) and
because neither molecule alone aggregates at these concen-
trations (14). Owing to the marked variation of kd with
temperature, the reaction half-life (t1y2) also has a steep
temperature dependence, decreasing from 240 sec at 10°C to
almost 3 sec at 37°C (Fig. 2B Inset). This last value (3 sec) is
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much smaller than those reported for TCR–pMHC interac-
tions (reviewed in ref. 5), most of which have been measured
at 25°C. It is also much faster than the t1y2 determined by
Sykulev et al. (21) for the 2C TCR and one of its ligands at 37°C
(46 sec). However, the 2C TCR–pMHC interaction is of
unusually high affinity, and the same interaction measured at
25°C is five times slower (21), consistent with the ratio
observed here. As it is more typical of TCRs, the t1y2 value for
the 2B4 TCR may be useful in models concerning ligand
discrimination (10, 22) and self-association (14). We note,
however, that the t1y2 values reported here are likely to be
shorter than those prevailing in vivo because of a reduction in
the TCR’s translational and rotational freedom on the cell
surface and the presence of coreceptors that interact and
stabilize the ternary complex. The increase in the reaction
on-and-off rates with temperature is also compatible with the
proposed model of serial engagement, whereby a single pMHC
complex could interact transiently with and trigger a large
number of TCRs (23).

The thermodynamics of the 2B4–MCC–Ek association is
summarized in Fig. 3. Of the parameters shown (Fig. 3A), of
particular interest is a large negative DC°p assoc, which is indic-
ative of the removal of substantial amounts of nonpolar surface
area from solvent on binding. It also gives rise to thermody-
namics that typify an entropy–enthalpy compensation process
(i.e., with uDC°p assocu .. uDS°assocu) in which enthalpy contributes

favorably to the interaction throughout the entire temperature
range studied (Fig. 3B). Entropy, on the other hand, mostly
opposes association and makes a favorable contribution only at
low temperatures (below 290 K).

For rigid-body associations, observed changes in heat ca-
pacity often can be predicted very accurately based solely on
the amount of surface area buried on complex formation (see
ref. 24 and references therein). We have calculated DC°p assoc for
two known TCR–pMHC complex structures and for a model
of 2B4–MCC–Ek. As indicated (Table 1), all three complexes
bury roughly the same amount of nonpolar and polar surfaces,
yielding similar DC°p assoc of approximately 2250 calzmol21zK21.
Predicted values are thus only one-half to one-third as large as
the experimentally determined value of 2663 calzmol21zK21

for the 2B4 TCR and its ligand. The large discrepancy between
calculated and observed uDC°pu argues against a rigid-body
association and indicates that binding involves an induced fit.
In this case, the excess uDC°pu results from the burial of

FIG. 1. Binding of 2B4 to MCC–Ek monitored at different tem-
peratures on a BIAcore device. Injection of TCR (0.45 mgyml) was
from '70 to '160 sec, after which dissociation was initiated. Each
curve in A (20–37°C) can be distinguished by the faster approach to
equilibrium at higher temperatures. Binding curves in A are not
directly comparable to those in B (10–20°C), because they were
obtained in separate experiments, on different instruments, and at
slightly different densities of immobilized ligand. RU, resonance
units. FIG. 2. Temperature dependence of 2B4–MCC–Ek association-

rate (A) and dissociation-rate (B) constants. (Inset) Variation of the
reaction half-life with temperature. Data points shown represent the
mean value of three to seven independent measurements with at least
three different analyte concentrations. Error bars represent SEM;
uncertainty involved in temperature setting was 60.1°C. Data were fit
to a rearranged form of Eq. 1 (detailed in Materials and Methods) with
a reference temperature T0 of 298.15 K. Note, we chose to illustrate
the data by using temperature on the x axis, as opposed to the
reciprocal of temperature that is common to Van’t Hoff analysis.
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additional nonpolar surfaces through the folding transitions
concomitant to binding.

An induced-fit mechanism is supported further and more
definitively by a dissection of the total entropy change DS°assoc

of the 2B4–MCC–Ek association. DS°assoc includes several

contributions and, for protein–ligand interactions, may be
expressed as

DS8assoc 5 DS8HE 1 DS8tr 1 DS8other, [4]

where DS°HE and DS°tr correspond to entropy changes arising
from the hydrophobic effect and changes in the molecules’
rotational and translational entropy, respectively, and DS°other
includes any other entropic effects (e.g., changes in vibrational
or conformational entropy) and is assumed to be temperature
independent (24). For rigid-body associations, contributions
arising from DS°other are usually very small, and DS°assoc is
determined by only DS°HE and DS°tr (24). For an induced fit,
however, a significant negative DS°other term, amounting to the
loss in conformational entropy on structure formation, should
be present. For the 2B4–MCC–Ek association at Ts (290 K;
where DS°assoc 5 0; Fig. 3), we calculate (by using equation 3 in
ref. 24) DS°HE to be 256 entropy units. Because DS°tr is relatively
constant and, for bimolecular protein–protein associations,
averages to 250 6 10 entropy units (24–26), summation of
these two contributions leaves a substantial unfavorable
DS°other term of 2206 entropy units. This value of DS°other falls
in the midrange of values reported by Spolar and Record (24)
for processes known to couple local or long-range folding to
site-specific binding. The low Ts (290 K) determined here is
likewise a value typical of such processes (24). Finally, the
number of residues that change their conformation on binding
can be estimated from DS°other (24) and, for the reaction
investigated, is calculated to be 36.

The binding of 2B4 to MCC–Ek therefore fits a thermody-
namic signature characteristic of reactions involving an in-
duced fit. Although folding transitions, implicit in this model,
may occur anywhere in the MHC or the TCR, they are most
likely to be dominated by the TCR hypervariable loops
(CDRs), which seem likely to be inherently flexible binding
interfaces. Some of these loops have indeed been shown by
crystallographic studies (6, 7) to undergo substantial rear-
rangements on binding. In contrast, the structure of pMHC
molecules changes very little when bound to the TCR (7, 27).
Thus, we propose that the TCR CDR loops are particularly
f lexible in the free state and become ordered only on binding
as a result of localized folding transitions. Results consistent
with the formation of structure during TCR–pMHC binding
also were obtained recently by thermodynamic analyses for two
different class I restricted TCRs (9). Folding, as determined
here, is substantial and is estimated to involve about 36
residues. This number of residues undergoing conformational
changes on binding is significantly larger than indicated by
x-ray analyses of the bound and free 2C TCR (7). Thus, in
general, the values derived here suggest that TCRs may be
significantly less ordered in solution than in the crystalline
state. The extensive change in conformational entropy mea-
sured here could also arise, in part, from subtle rearrange-
ments that propagate beyond the antigen-binding loops. Of
note in this regard is the fact that small shifts in VaVb pairing
were observed in the 2C TCR on binding (6, 7). Such structural
shifts or other subtle conformational rearrangements could
potentially enhance the interface complementarity required
for the self-association of ligated TCRs (14) or TCR–CD3
interactions required for signaling.

In trying to understand TCR-mediated recognition in the
context of an induced-fit model, appealing parallels can be
drawn to the recognition of DNA by site-specific binding
proteins. Like the TCR, DNA-binding proteins must rapidly
discriminate between numerous competing and chemically
similar elements, and the presence of an induced fit has been
shown in several such proteins (24). In these cases, recognition
does not follow a rigid alignment of preexisting complemen-
tary surfaces. Instead, regions in the protein (and, in some
cases, in the DNA), which are unstructured in the free state,

Table 1. Predicted and observed heat-capacity changes for
TCR–pMHC complexes

TCR–pMHC

Water-accessible
surface area, Å2

Heat-capacity
change,

calzmol21zK21

2DAnp 2DAp DC°p calc DC°p obs

A6–HLA-A2* 1,153 837 2252 nya
2C–Kb† 1,066 819 2227 nya
2B4–Ek‡ 1,226 762 2286 2663

Calculated DCp° values were derived according to DCp°5
(0.32zDAnp) 2 (0.14zDAp) (24), in which Anp and Ap are the respective
changes in water-accessible nonpolar (np) and polar (p) surface area
in Å2.
*Brookhaven Protein Data Bank ID code 1A07.
†Coordinates kindly provided by K. C. Garcia and I. A. Wilson.
‡Model structure based on 2C–Kb template and published Ek coor-
dinates (see Materials and Methods).

FIG. 3. The thermodynamics of the 2B4–MCC–Ek association. (A)
DG°assoc data were fit to Eq. 1 (T0 5 298.15 K) to yield the parameters
and the best-fit line shown. Errors for the indicated parameters
represent the estimated SEM obtained from data fitting. (B) DH° and
TDS° values were derived from Eqs. 2 and 3 detailed in Materials and
Methods.
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fold on binding to create key parts of the contact interface.
This ‘‘on-site’’ construction of the protein–DNA interface
indicates that the final conformation will depend strongly on
the DNA sequence bound, as indeed has been observed (e.g.,
refs. 28–30). As expected, engagement of the binding protein
with the DNA during scanning is mediated by nonspecific
electrostatic interactions.

Analogously, the TCR must discriminate amongst thou-
sands of chemically similar pMHCs on the cell surface through
transient interactions that are relatively insensitive to the
peptide antigen. These interactions are most likely made with
epitopes located over the MHC helices. Mutagenesis and
structural data indicating a common, peptide-independent
orientation of all TCRs over the pMHC ligand (5, 7) are
consistent with such a model. Once a cognate complex is
found, the free energy of binding could drive local rearrange-
ments in the CDRs, a process by which surface complemen-
tarity is maximized and complex stability is enhanced. As
noted above, this structural adaptation may, in principle, be
ligand dependent; different structures may form on different
pMHC ligands. That this model may well be the case was
suggested earlier by Ehrich et al. (31), who found that the
pattern of MHC mutants that disrupted recognition by a
particular TCR varied markedly when different peptides were
recognized. More recently, Mason (32) has suggested that each
TCR must be inherently able to interact with many peptides to
account for thymic selection and crossreactivities (e.g., refs.
2–4). Such plasticity, as noted by Garcia et al. (6, 7) would give
rise to a wide spectrum of complexes of various stabilities and
lifetimes and, hence, may lead to markedly different signaling
events, as has also been observed in this system (10, 33, 34). We
further suggest that the energy necessary to form encounter
pairs during the search mode is provided predominantly by the
CDR loops directly contacting the MHC moiety. Stable com-
plex formation, on the other hand, most likely involves CDRs
engaged in peptide recognition, such as the CDR3 loops and,
hence, is ligand dependent.

An interesting feature of ab TCRs is that their most
hypervariable loops (CDR3) are very constrained in size when
compared with those of Ig heavy chains. Thus, the CDR3 of
human TCR a- or b-chains have a median length of 9 aa and
a range of 6–12 aa (35). This median length is compared with
a one of 12 aa and a range of 3–25 aa observed for Ig
heavy-chain CDR3s (35). This selection for certain CDR3
lengths in ab TCRs may reflect a compromise. A minimum
number of residues are clearly needed to afford specificity and
conformational f lexibility. On the other hand, the energetic
costs associated with structure formation set a limit to this
number, above which the expenditure of free energy would
become too costly to sustain the low-affinity-based scanning of
the MHC surfaces. In contrast, the length diversity seen in Ig
heavy-chain CDR3s may be the result of the fact that there is
no need for a scanning function, because there is no common-
ality between most ligands and no preferred binding orienta-
tion. It is also interesting to note that Ig CDR loops are
optimized in a preferred high-affinity conformation through
somatic hypermutation as an immune response matures.
Therefore, the necessity for an induced fit in the already
selected, matured forms becomes significantly reduced. Con-
sequently, in many cases in which mature antibody–antigen
interactions have been studied, evidence for an induced fit is
lacking (36–41), and, in cases where it has been described
(42–44), structural changes are significantly smaller than those
seen in the 2C TCR (7) and those predicted here. That an
induced-fit mechanism may be more prevalent in nonsomati-
cally mutated antibodies has been elegantly established by
Wedemayer et al. (45), who have shown that a nonmutated
antibody to a hapten binds by an induced-fit mechanism,
whereas a mutated form does not.

Recently, Willcox et al. (9) described temperature effects
similar to those reported here and, in particular, a striking loss
of entropy on binding for two TCRs that recognize class I
MHC ligands. These data, together with existing structural
data and the similarity in thermodynamics of binding in TCRs
and DNA-binding proteins, suggest that an induced-fit mech-
anism may be general to systems that require the rapid
scanning of many similar molecular entities.
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